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Research Methodology 

 
 
Research methodology is a systematic way to solve a problem. It is a 

science of studying how research is to be carried out. Essentially, the 

procedures by which researchers go about their work of describing, 

explaining and predicting phenomena are called research methodology. It is 

also defined as the study of methods by which knowledge is gained. Its aim 

is to give the work plan of research. 

However, the entire discussion has been made under the following sub-
themes: 

1. Locale of research 

2. Sampling design 

3. Pilot study 

4. Variables and their measurements 

5. Method of data collection 

6. Statistical tools used for analysis of data. 

CHAPTER-5 
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1. Locale of Research: 

The present study was conducted at Bhaluka village of Amdanga block of 

North 24 Pargana and Hatikanda Village Haringhata block of Nadia District 

of WestBengal. The districts blocks and villages were selected purposively 

due to the following reasons: 

1. The characters and the factor under study have been well discernible in 

this area 

2. The researcher’s close familiarity with respect to area, people officials 

and local dialects; 

3. The ample opportunity to generate relevant data due to the close 

proximity of the area with the research and extension wing of the State 

Agricultural; 

4. The highly cooperative, responsive respondents; 

5. The profuse scope to get relevant information regarding adoption 

rejection and discontinuance of agricultural technology; 

6. Experienced, well versed, venturesome and risk bearing farm 

entrepreneurs; 

7. Easy accessibility of the area; 

8. The study would help the researcher to conduct diversified extension 

programmes and activities in future. 

2. Sampling Design: 

The purposive as well as simple random sampling techniques were adopted 

for the present study. It may be termed as multistage random sampling 

procedure. The districts, sub-division and villages were purposively 
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selected for the study. An exhaustive list of respondents was prepared with 

the help of block officials for villages. From the prepared list to seventy 

respondents were selected randomly from each village for the final data 

collection. 

Step Items Level Approach 
1 State WestBengal Purposive 
2 District North-24 Pargana and Nadia Purposive 
3 Block Amdanga  Haringatha Purposive 
4 Village Bhaluka  Hatikanda Random 
5 Respondents 35 35 Random 

Pilot Study: 

A pilot study was conducted in the selected villages before constructing the 

data collecting devices. In course of this survey, informal discussion was 

carried out with some farmers, local leaders and extension agents of the 

localities. An outline of socio-economic background of the farmers of the 

concerned villages, their opinion towards different types of technology 

socialization process, innovation-decision process, adoption, non adoption, 

discontinuance and rejection were obtained that helped in the construction 

of reformative working tools. 

Preparation of Interview Schedule  

On the basis of the findings of pilot study, a preliminary interview schedule 

was formed with the help of literature and by the assistance of Chairman of 

Advisory Committee. The interview schedule consisted of three major parts 

according to the specific objectives of the study. 
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Pre-testing of Interview Schedule 

Pretesting or preliminary testing is the process of an advance testing of the 

study design after the schedule/questionnaire has been prepared. The object 

of pretesting is to detect the discrepancies that have emerged and to remove 

them after necessary modification in the schedule. It also helps to identify 

whether the questions are logically organized, the replies could properly 

recorded in the space provided for or there is any scope for further 

improvement. After conducting pretesting appropriate changes and 

modification of the interview schedule have been made. The individuals 

who responded in pretesting have been excluded in the final sample selected 

for the study. 

METHODS OF DATA COLLECTION: 

The primary data in the present study were collected directly from the 

farmers with the help of structured schedule through personal interview 

methods. Only the functional heads of the household were taken as 

respondents for the study. 

The personal interview method was followed during the month of 

December, 2015 to April, 2016 to collect the relevant information from 

targeted respondents. 

INDEPENDENT VARIABLES: 

1. Age(X1) 

In all societies, age is one of the most important determinants of social 

status and social role of the individual. In the present study, the number of 
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years rounded in the nearest whole number the responded lived since birth 

at the time of interview, was taken as a measure of age of the farmer. 

3. Family size (X2) 

Family size was operationalised as the number of members in the individual 

farmer’s family.  

2. Education(X3) 

Education may be operationalised as the amount of formal schooling 

attained/ literacy acquired by the responded at the time of interview. 

Education is instrumental in building personality structure and helps in 

charging one’s behaviour in social life. 

4. Functional Education (X4) 

Organized activity aimed at imparting information and/or instructions to 

improve the recipient's performance or to help him or her attain a required 

level of knowledge or skill. 

5. Gender ratio (X5) 

The proportion of males to females in a given population, usually expressed 

as the number of males per 100 females at a specific stage in life, especially 

at conception, birth, and a given stage between birth and death. 

6. Per Capita Holding Size (X6) 

It is the total size of the landmass under family ownership where in the 

respondent is the head of the family. 

7. Fragments (X7) 

It refers to the amount of fragments on which the farmer’s operational field 

is divided. 
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6. Cropping Intensity (X8) 
Cropping intensity has been operationalised as the proportion of total 

annual cropped area to the size of holding expressed in percentage. The 

cropping intensity was calculated by the formula: 

Cropping intensity = %100
bighain  holding of Size

bighain  area cropped annual Total
  

8. Family Income (X9) 

It is the income from three basic sources agriculture, animal and service 

sectors divided by total Family size. 

9. Energy consumption (X10) 

Energy consumption is the consumption of energy or power. The energy 

consumption of the process was extensive so we were in a position where 

we had to ensure our efforts would reap fruit. 

10. Interaction with T.V. (X11) 

It refers to the amount of perceived changes on the farmers due to the 

effects of television which is measured by semantic scale. 

11. Interaction with Fertilizer dealer (X12) 

It refers to the amount of perceived changes on the fertilizer dealer on the 

farmers which is measured by semantic scale. 

12. Interaction with News paper (X13) 

It refers to the amount of perceived changes on the newspaper on the 

farmers which are measured by semantic scale. 

13. Market interaction (X14) 

It refers to the amount of perceived changes on the market interaction on the 

farmers which are measured by semantic scale. 
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Semantic Rating scales are widely used by researchers to measure people's 

attitudes to a variety of stimuli, yet little time is spent examining 

respondents' reactions to the form of the scales used for this purpose. Three 

forms of the semantic differential were tested to determine whether labeling 

the scale points affects the way that the scales are used, and to determine 

which form respondents prefer to use. It is suggested that this is the form of 

the semantic differential to use when surveying a diverse audience; the 

other forms tested may be more suitable for specialist audiences. 

A popular scaling device is the semantic differential. Developed by Osgood 

(1957), the semantic differential usually takes the form of a 5- or 7-point 

bipolar adjectival scale, but a number of different forms are commonly 

used. These forms usually differ according to the number of points on the 

scales, and the degree and type of labelling of these points 

Statistical properties 

In this study, a five point semantic differential was employed. Five point 

scales are commonly used in consumer research, mainly because 

researchers suspect these scales tend to be more easily understood by 

respondents than scoring systems using more points. 

Here the above four independent variables X11, X12, X13 and X14 measured 

based on the semantic scale on five adjectives… 
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14. Livestock (X15) 

It refers to the amount of livestock that each of the farmers family having. 

15. Fertilizer dose/bigha (X16) 

It refers to the amount of fertilizer application to the major crop by the 

farmers. 

DEPENDENT VARIABLES: 

The appropriate operationalisation and measurement of the predicted 

variables help in concluding the study in a proper manner. This is a very 

interesting area of work in measuring the variables after conceptualizing 

them.  

In the present study, the study gave insight into the contemplation part of 

the farmer’s psyche, which was dealing with the agriculture innovation. It 

considered the all post-adoption phenomena under a single continuous 

contemplating process. For this reason the measurement of these variables 

had carried out in following manner. 

1) Community perception on climate change (Y1) 

2) Community perception on climate change effects on biodiversity (Y2) 

3) Community perception on climate change effects on crop production 

(Y3) 

4) Community perception on climate change effects on crop disease and 

pest (Y4) 

5) Community perception on climate change effects on human health (Y5) 

6) Community perception on climate change effects on Food security (Y6) 

7) Community perception of climate change effects on livelihood (Y7) 
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STATISTICAL ANALYSIS AND INTERPRETATION OF DATA: 

(ANALYTICAL TOOLS)  

The role of statistics in research is to function as a tool in designing 

research, analyzing its data and drawing conclusions of their form. Most 

research studies result in a large volume of raw data, which must be suitably 

reduced so that the same can be read easily and can be used for further 

analysis. Clearly the science of statistics cannot be ignored by any research 

worker, even though he may not have occasion to use statistical method in 

all their details and ramifications. 

After collection of data, data were processed and analyzed in accordance 

with the outline laid down for the purpose at the time of developing the 

research plan. Processing implies editing, coding, classification, and 

tabulation of collected data. The main statistical techniques and tools used 

in the present study were- 

Minimum, Maximum, Mean, Median, Standard deviation, Coefficient of 

variation, Coefficient of correlation, Regression, Step-wise regression, 

Factor analysis, Principal component Analysis. 

Minimum  

We start by looking more closely at the statistics known as the minimum. 

This number is the data value that is less than or equal to all other values in 

our set of data. If we were to order all of our data in ascending order, then 

the minimum would be the first number in our list. Although the minimum 

value could be repeated in our data set, by definition this is a unique 

number.  
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Maximum  

This number is the data value that is greater than or equal to all other values 

in our set of data. If we were to order all of our data in ascending order, then 

the minimum would be the last number listed. The maximum is a unique 

number for a given set of data. This number can be repeated, but there is 

only one maximum for a data set. 

Mean 

Measure of central tendency (or statistical averages) tells us the point about 

which items have a tendency to cluster. Such a measure is considered as the 

most representative figure for the entire mass of data. Measure of central 

tendency is also known as statistical average. Mean, median and mode are 

the most popular averages. Mean, also known as arithmetic average, is the 

most common measure of central tendency and may be defined as the value, 

which we get by dividing the total of the values of various given items in a 

series by the total number of items. We can work it out as under: 

Mean or (X) =	∑  

Where, X = The symbol we use for mean (pronounced as X bar) 

Σ = Symbol for summation 

Xi = Value of the ith item X, i = 1, 2, …….., n 

N = total number of items 

Mean is the simplest measurement of central tendency and is a widely used 

measure. Its chief use consists in summarizing the essential features of a 

series and in enabling data to be compared. It is amenable to algebraic 

treatment and is used in further statistical calculations. It is a relatively 
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stable measure of central tendency. But it suffers from some limitations 

viz., it is unduly affected by extreme; it may not coincide with the actual 

value of an item in a series, and it may lead to strong impressions, 

particularly when the item values are not given with the average. However, 

mean is better than other averages, especially in economic and social 

studies where direct quantitative measurements are possible. 

Weighted Mean 

The weighted mean is similar to an arithmetic mean (the most common 

type of average), where instead of each of the data points contributing 

equally to the final average, some data points contribute more than others. 

The notion of weighted mean plays a role in descriptive statistics and also 

occurs in a more general form in several other areas of mathematics. 

If all the weights are equal, then the weighted mean is the same as the 

arithmetic mean. While weighted means generally behave in a similar 

fashion to arithmetic means, they do have a few counterintuitive properties, 

as captured for instance in Simpson's paradox. 

The term weighted average usually refers to a weighted arithmetic mean, 

but weighted versions of other means can also be calculated, such as the 

weighted geometric mean and the weighted harmonic mean. 

Mathematical definition 

Formally, the weighted mean of a non-empty set of data 

 

with non-negative weights 
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is the quantity 

 

which means: 

 

Therefore data elements with a high weight contribute more to the weighted 

mean than do elements with a low weight. The weights cannot be negative. 

Some may be zero, but not all of them (since division by zero is not 

allowed). 

The formulas are simplified when the weights are normalized such that they 

sum up to , i.e. . For such normalized weights the weighted 

mean is simply . 

Note that one can always normalize the weights by making the following 

transformation on the weights . Using the normalized 

weight yields the same results as when using the original weights. Indeed, 
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The common mean is a special case of the weighted mean where 

all data have equal weights, . When the weights are normalized 

then  

Median 

The median is a simple measure of central tendency. To find the median, we 

arrange the observations in order from smallest to largest value. If there are 

an odd number of observations, the median is the middle value. If there is 

an even number of observations, the median is the average of the two 

middle values. 

In statistics and probability theory, a median is the number separating the 

higher half of a data sample, a population, or a probability distribution, from 

the lower half. The median of a finite list of numbers can be found by 

arranging all the observations from lowest value to highest value and 

picking the middle one (e.g., the median of {3, 3, 5, 9, 11} is 5). If there is 

an even number of observations, then there is no single middle value; the 

median is then usually defined to be the mean of the two middle values (the 

median of {3, 5, 7, 9} is (5 + 7) / 2 = 6), which corresponds to interpreting 

the median as the fully trimmed mid-range. The median is of central 

importance in robust statistics, as it is the most resistant, having 

a breakdown point of 50%: so long as no more than half the data are 

contaminated, the median will not give an arbitrarily large result. A median 

is only defined on ordered one-dimensional data, and is independent of any 
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distance metric. A geometric median, on the other hand, is defined in any 

number of dimensions. 

Standard deviation 

Standard deviation is the most widely used measure of desperation of a 

series and is commonly denoted by the symbol ‘σ’ (pronounced as sigma). 

Standard deviation is defined as the square root of the average of squares of 

deviations, when such deviations for the values of individual items in a 

series are obtained from the arithmetic average. It is worked out as under. 

Standard deviation (σ) =n X X i Σ( − )2 

Coefficient of variance 

When we divide the standard deviation by the arithmetic average of the 

series, the resulting quantity is known as coefficient of standard deviation, 

which happens to be relative measure, and is often used for comparing with 

similar measure of other series. When this coefficient of standard deviation 

is multiplied by 100, the resulting figure is known as coefficient of 

variation. Sometimes, we work out the square of standard deviation, known 

as variance, which is frequently used in the context of analysis of variation. 

The standard deviation (along with several related measures like variance, 

coefficient of variation etc.) is used mostly in research studies and is 

regarded as a very satisfactory measure of dispersion in a series. It is 

amenable to mathematical manipulation because the algebraic signs are not 

ignored in its calculation (as we ignore in case of mean deviation). It is less 

affected by fluctuations of sampling. These advantages made standard 

deviation and its coefficient a very popular measure of the scatteredness of a 
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series. It is popularly used in the context of estimation and testing of 

hypotheses. 

Coefficient of correlation 

So far we have dealt with those statistical measures that we use in context 

of univariate population i.e., the population consisting of measure of only 

one variable. In case of bivariate or multivariate populations, we often wish 

to know the relation of the two and/or more variables in the data to one 

another. 

Karl Pearson’s coefficient of correlation (or simple correlation) is the most 

widely used method of measuring the degree of relationship between two 

variables. This coefficient assumes the following: 

(i) That there is linear relationship between the two variables; 

(ii) That the two variables are causally related which means that one of the 

variable is independent and the other one is dependent; and 

(iii) A large number of independent causes are operating in both variables 

so as to produce a normal distribution. 

Karl Pearson’s coefficient of correlation 

Where, Xi = ith value of X variable 

X = mean of X 

Yi = ith value of Y variable 

Y = mean of Y 

n = number of pairs of observations of X and Y 

σx = Standard deviation of X 

σy = Standard deviation of Y. 
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Karl Pearson’s coefficient of correlation is also known as the product 

moment correlation coefficient. The value of ‘r’ lies between ±1. Positive 

values of r indicate positive correlation between the two variables (i.e., 

changes in both variables take place in the same direction), whereas 

negative values of ‘r’ indicate negative correlation i.e., changes in the two 

variables taking place in the opposite directions. A zero value of ‘r’ 

indicates that there is no association between the two variables. 

When r (+) 1, it indicates perfect positive correlation and when it is (-) 1, it 

indicates perfect negative correlation, meaning thereby that variations in 

independent variable (X) explain 100% of the variations in the dependent 

variable (Y). We can also say that for a unit change in independent variable, 

if there happens to be a constant change in the dependent variable in the 

same direction, then correlation will be termed as perfect positive. But if 

such change occurs in the opposite direction, the correlation will be termed 

as perfect negative. The value of ‘r’ nearer to + 1 or – 1 indicates high 

degree of correlation between the two variables. 

Regression 

The correlation coefficient only expresses association and by itself tells us 

nothing about the causal relationships of the variates. Thus, purely from 

knowledge that two variates x and y are correlated, we cannot say whether 

variation in x is the cause or the results of the variation in y or whether the 

association results from mutual dependence of the two variates or from 

common causes affecting both of them. 
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Similarly, the more existence of a high value of correlation coefficient is not 

necessarily indicative of an underlying relationship between the two 

varieties. 

The underlying relation between y and x in a bivariate population can be 

expressed in the form of a mathematical equation known as regression 

equation and is said to represent the regression of the variate y and the 

variate x (Panse and Sukhatme, 1967). 

If y is the dependent variable and x is the independent variable, then the 

linear 

regression equation can be written as, 

y = a + bx 

The values of a and b can be obtained by the method of least squares which 

consists of minimizing the expression. 

Σ (y1 – 1 – bx1)2 with respect to a and b 

The values of a and b 

a = y - bx 

b =Σxy -(Σxy) (Σyi) n Σxi2 - (Σxi)2n 

The regression line can now be written as 

Y = y - bx + bx + bx or y – y = b (x – x) 

Where ‘b’ is the regression coefficient. 

Multiple regression analysis 

When there are two or more than two independent variables, the analysis 

concerning relationship is known as multiple correlation and the equation 

describing such relationship as the multiple regression equation. We here 

explain multiple correlation and regression taking only two independent 
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variables and one dependent variable (convenient computer programmes 

exist for dealing with a great number of variables). 

In multiple regression analysis, the regression coefficients (viz., b1, b2) 

become less reliable as the degree of correlation between the independent 

variables (viz., X1, X2) increases. If there is a high degree of correlation 

between independent variables, we have a problem of what is commonly 

described as the problem of multicolinearity. In such a situation we should 

use only one set of the independent variable to make our estimate. In fact, 

adding a second variable, say X2, that is correlated with the first variable, 

say X1, distorts the value of the regression coefficients. Nevertheless, the 

prediction for the dependent variable can be made even when 

multicolinearity is present, but in such a situation enough care should be 

taken in selecting the independent variables to estimate a dependent variable 

so as to ensure that multicolinearity is reduced to the minimum. 

With more than one independent variable, we may make a difference 

between the collective effect of the two independent variables and the 

individual effect of each of them taken separately. The collective effect is 

given by the coefficient of multiple correlations. 

In multiple regressions we form a linear composite of explanatory variables 

in such a way that it has maximum correlation with a criterion variable. The 

main objective in using this technique is to predict the variability of the 

dependent variable based on its covariance with all the independent 

variables. One can predict the level of the dependent phenomenon through 

multiple regression analysis model, given the levels of independent 

variables. 
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Stepwise multiple regression 

Stepwise regression is a variation of multiple regression which provides a 

means of choosing independent variables that yield the best prediction 

possible with the fewest independent variables. It permits the user to solve a 

sequence of one or more multiple linear regression problems by stepwise 

application of the least square method. At each step in the analysis, a 

variable is added or removed which results in the greatest production in the 

error sum of squares (Burroughs Corporation, 1975). 

According to Draper and Smith (1981), the method of stepwise multiple 

regression analysis is to insert variables in turn until the regression equation 

is satisfactory. The order of insertion is determined by suing the partial 

correlation coefficient as a measure of the importance of variables not yet in 

the equation. The programme, according to Burroughs Corporation 

(1975), first forms a correlation matrix, finds the best predictor (the 

independent variable having the highest correlation with the criterion 

variable) and performs a regression analysis with this predictor. Then, the 

second best predictor (independent variable having the second highest 

correlation with the criterion) is found and a regression analysis using the 

multiple correlations of the two best predictors is performed, and so on. At 

any given step, the group of predictors being used is not necessarily the best 

group of that size (i.e. the particular group of independent variables does 

not necessarily have the highest multiple correlation with the criterion that 

any group of this size does). 

Rather, this group contains the variables that have the highest individual 

correlation with the criterion. Significance of a variable that is being 
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considered for entrance into the regression equation is measured by the F-

statistic. If F is too small (less that F ‘include’), the variable is not added to 

the regression equation. Include statement establishes the minimum value of 

the F-statistic required for the inclusion of a variable in the regression 

equation. In the example which follows, the F-value for inclusion was 0.01. 

Significance of variables already in the regression equation may change as 

new variables are entered. This significance of the variables currently in the 

equation is also measured by the F-statistic. If F is too small (less than F 

‘delete’), the variable is not added to the equation. Delete establishes the 

value of the F statistic below which the variable is deleted from the 

regression equation. Here the F-value for deletion was 0.005. 

The ‘tolerance’ level specified is used as control of degeneracy. Degeneracy 

occurs when a variable entered into the equation is a linear combination of 

variables already present in the equation. Tolerance statement establishes 

the maximum value a pivoted element may attain while still allowing its 

associated variable to be brought into equation. A variable is not brought 

into the regression equation if its associated pivoted element is below the 

specified tolerance level, which was 0.001 in the present example. 

Factor analysis 

Factor analysis is by far the most often used multivariate technique of 

research studies, especially pertaining to social and behavioural sciences. It 

is a technique applicable when there is a systematic interdependence in 

finding out something more fundamental or latent which creates this 

commonality. For instance, we might have data, say, about an individual’s 

income, education, occupation and dwelling area and want to infer from 
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these some factor (such as social class), which summarizes the commonality 

of all the said four variables. The techniques used for such purpose is 

generally described as factor analysis. Factor analysis, thus, seeks to resolve 

a large set of measured variables in terms of relatively few categories, 

known as factors. This techniques allows the researcher to group variables 

into factor (based on correlation between variables) and the factor so 

derived may be treated as new variables (often termed as latent variables) 

and their value derived by summing the values of the original variables 

which have been grouped into the factor. The meaning and name of such 

new variable is subjectively determined by the researcher. Since the factors 

happen to be linear combinations of data, the coordinates of each 

observation or variable is measured to obtain what are called factor 

loadings. Such factor loadings represent the correlation between the 

particular variables and the factor, and are usually placed in a matrix of 

correlations between the variable and the factors. 

Principal component analysis 

There are several methods of factor analysis. The method of Principal 

Component Analysis which is widely used is discussed here. The principal 

component analysis extracts m-eigenvectors (principal component axes) and 

corresponding m-eigenvalues (the variance measured along the 

eigenvector), from m x m symmetrical matrix of correlation. The 

eigenvectors obtained from this principal component analysis are all 

orthogonal (i.e. inter-column correlations are near zero). 

The eigen values account for all of the original data variances in decreasing 

order such that each has variance or eigen value less than the previous ones. 
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The total of the eigen values λ1 + λ2 + ……… + λm which is the same as 

the sum of the variances constituting the diagonal or trace of the correlation 

matrix before transformation. The principal components are then converted 

into factors by multiplying each element of the principal components or 

eigenvectors (V) by the square-root of the corresponding eigen values (λ ½. 

V). Factors, thus, besides the direction also represent the variances. 

The analysis calls for the selection of a minimum number of meaningful 

and useful factors, considerably fewer in number than the original variables, 

which will account for most of the variances in the data set and, therefore, 

convey the same information. Various criteria for selection of suitable 

factors are available. Kaiser (1958) and others have recommended retaining 

all those eigen values which have values more than 1. 

Next step is to remove the noise imposed by (m - p) unnecessary axes. To 

accomplish this, p-orthogonal reference axes or factors are orated about the 

origin to positions such that the variance of the loading from each variable 

onto each factor axis is either extreme (± 1) or near zero. This maximistion 

of the range of the loadings was performed by using Kaiser’s Varimax 

criterion. Scanning through each factor column for large absolute values in 

the varimax matrix will reveal a few variables with significantly high 

loadings and many others with insignificant loadings. The column showing 

communality (Σ h2j) is the total amount of variance of each variable 

retained in the elements of the factors in each row of the varimax matrix. 

Fairly high communality of each variable implies the appropriateness of the 

model adopted, for the study. The last step involved meaningful 

interpretation of the factors. 


